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• We construct a network of Chinese provinces whose edges are isonymic distances.
• A hierarchical tree of Chinese provinces is derived from isonymic distance matrix.
• The geographical features of these hierarchical structures are exhibited in map.
• Our empirical findings support the Tobler’s First Law of Geography.
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a b s t r a c t

We use isonymic distance to measure the dissimilarity in surname structure between
populations of Chinese provinces, and we employ the minimum spanning tree (MST)
and the single linkage cluster analysis (SLCA) to investigate the hierarchical structure of
Chinese provinces and present its corresponding geographical features. We find diverse
discrepancies in the averaged isonymic distance among provinces that are attributed to
the heterogeneous surname distributions. The MST displays a core–fringe structure with
Henan, Anhui, and Hubei making up the core, and several border provinces on the fringe.
The degree centrality list in the MST reveals some ‘‘local centers’’ that act as regional
economic centers. On the other hand, the geographical layout of MST reflects the historical
‘‘Rush to Northeast’’ mass migration, as well as the blocking effect of the Qinling–Huaihe
line that separates north and south China. The clustering results derived from the SLCA
show nine groups of provinces in which each group is geographically continuous.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Over the last two decades, complex networks have been applied to a wide variety of research areas, many of which
are interdisciplinary [1,2]. A complex network, a system of edges that connect nodes, can be used to describe interactions
among individuals in social systems [3], such as airport networks [4], online social networks [5], information diffusion [6,7],
and collaboration and citation networks [8].

Surnames are a data source that can be used to construct networks, and they have attracted the attention of researchers
in anthropology, geography and complexity science. Two types of naming networks have been examined in recent years,
(i) a bipartite network of forenames and surnames [9,10], and (ii) a network of surnames in which nodes are surnames and
edges are the co-occurrence of surnames [11] or the parental relations between two families [12]. These studies indicate
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Table 1
The five highest/lowest ranking provinces, according to population, surname, and population/surname measures.

Population Surname Population/Surname

Province Score Province Score Province Score

The five highest ranking provinces

Henan 100964803 Yunnan 4361 Shandong 26981.84
Shandong 92628654 Anhui 4329 Guangdong 26835.10
Sichuan 86600969 Sichuan 4258 Henan 24571.62
Guangdong 79083035 Henan 4109 Jiangsu 23918.89
Jiangsu 72187196 Hubei 3995 Hunan 20637.08

The five lowest ranking provinces

Tianjin 9 484351 Ningxia 2016 Xinjiang 5390.99
Hainan 8082421 Beijing 1941 Hainan 4561.19
Ningxia 5 856669 Hainan 1772 Ningxia 2 905.10
Qinghai 5 007531 Tianjin 1600 Qinghai 1 751.10
Xizang 2578176 Shanghai 1559 Xizang 1040.43

that a network representation of surname data has great potential for application in social, cultural, ethnic, migration and
geographic studies.

Our goal here is to extend the network presentation of surname data to a spatial network and to investigate the Chinese
regional hierarchical structure and geographical features behind the geographical distribution of surnames. In surname
study, isonymy and its associated isonymic distances are commonly used to measure the similarity (or dissimilarity) in the
surname structures of geographical locations and groupedpopulations and to use this as input data for constructing networks
and developing clustering techniques [13]. As cheap substitutes for Y chromosome typing, surnames are a credible data
source for classifying geographical population [14,15]. Because of traditional cultural constraints [16] and the long history
of hereditary surname [17], Chinese surnames are an excellent data source for identifying region clusters.

We here use a large sampling of surname data to construct a spatial network of Chinese provinces. Network nodes are
provinces, andnetwork edges are defined by isonymic distances between two connected nodes.Weuse aminimumspanning
tree (MST) to construct the spatial network. AnMST filters information and has been used to construct networks in financial
markets [18–21], the humanbrain [22,23], and transportation systems [24].We also use single linkage cluster analysis (SLCA)
to investigate the hierarchical structure of Chinese provinces and their geographical features. Section 2 of this paper describes
the Chinese surname data sets and introduces the MST and SLCA algorithms. Section 3 presents the empirical results, and
discusses their significance. Section 4 lists and discusses our conclusions.

2. Data and methodology

2.1. Data

We obtained data for this study from China’s National Citizen Identity Information Center (NCIIC), which includes the
surnames and administrative regions at a provincial level of all Chinese people who officially registered in the NCIIC in
2007. This includes 1.28 billion entries and encompasses 31 provincial administrative regions (22 provinces, 5 autonomous
regions, and 4 municipalities), among which Hongkong, Macao, and Taiwan are excluded.

There are 7184 surnames in the sampling data. Table 1 shows the population and surname related indicators of a number
of provinces. The average population of one surname in a province is determined by demography. Except for Jiangsu, the
five most-populous provinces are the top five provinces with the highest population per surname. The situation in the five
least-populous provinces is similar.

2.2. Isonymic distance

For province i, Ni is the population, and nki is the number of people with surname k where
∑

nki = Ni. The share of
population with surname k in province i is defined by

pki =
nki

Ni
. (1)

We use the Euclidean distance [25] developed in isonymic study to quantify the dissimilarity in surname structure between
two provinces, which can be mathematically expressed as

EDi,j =

√1 −

S∑
k=1

√
pkipkj, (2)

where S is the number of surnames, and i and j are two provinces. The value of ED lies between 0 and 1. when ED = 1 there
is no common surname between two provinces, indicating extreme dissimilarity. The more similar the surname structure,
the smaller the value of ED. In the extreme case when two areas have exactly the same surname structure, where pk is the
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Table 2
The average ED of all provinces. The provinces are sorted according to the ascending order of average ED.
Rank Province Average ED Rank Province Average ED

1 Beijing 0.3081 17 Chongqing 0.3733
2 Henan 0.3197 18 Yunnan 0.3750
3 Shaanxi 0.3267 19 Shanxi 0.3874
4 Tianjin 0.3291 20 Ningxia 0.3888
5 Liaoning 0.3316 21 Hunan 0.4020
6 Helongjiang 0.3323 22 Shanghai 0.4024
7 Anhui 0.3330 23 Jinagxi 0.4109
8 Hebei 0.3376 24 Zhejiang 0.4229
9 Shandong 0.3406 25 Guangdong 0.4535

10 Jilin 0.3419 26 Qinghai 0.4703
11 Gansu 0.3469 27 Hainan 0.4716
12 Hubei 0.3471 28 Fujian 0.4753
13 Sichuan 0.3576 29 Guangxi 0.5110
14 Neimenggu 0.3598 30 Xinjiang 0.5915
15 Jiangsu 0.3624 31 Xizang 0.8348
16 Guizhou 0.3680

NOTE: The average ED is the mean of all EDs between corresponding province and other ones.

same for all individual surnames in the two provinces, ED = 0. In addition to the Euclidean distance, the Lasker [26] and
Nei distances are [27] also popular isonymic measurements. However, Rodriguez-Larralde et al. [28] and Dipierri et al. [29]
show that the Euclidean distance is better than these other two when few surnames are shared between two populations.

The spatial distribution of surnames is highly heterogeneous in China [30]. There aremany localized surnames, especially
in ethnic minority areas. Table 2 shows the distinct differences in the average ED among provinces. In general, the average
ED of the northern provinces is smaller than that in the southern provinces, and smaller in the east than in the west.
Some provinces have extremely high average ED, such as Guangxi, Xinjiang and Xizang, and this indicates that the surname
structures in these provinces differ greatly from those in other provinces. This indicates that the Euclidean distance more
accurately characterizes the dissimilarity in surname structure between these two groups.

2.3. Minimum spanning tree (MST) and single linkage cluster analysis (SLCA)

We calculate the EDi,j for all pairs of provinces and get the 31 × 31 symmetric distance matrix (denoted by D), which we
use as input data to construct the network. We have a weighted network G(V , E,W ), in which V = (v1, v2, . . . , vn) is the set
of nodes, E = (e1, e2, . . . , em) is the set of edges, and W = (ω1, ω2, . . . , ωm) is the weight set of edges. The edges connect
nodes. A network constructed by D is fully-connected, has too many redundant connections, and the input topology is thus
vague [31].

The minimum spanning tree (MST) is a sub-network in which a set of n − 1 edges connects all nodes without any cycles
such that the sum of the edge weights is minimal [32]. To build anMST network we find the n−1most relevant connections
among n(n − 1)/2 connections. There are two primary methods of constructing an MST: the Prim algorithm [33] and the
Kruskal algorithm [34]. We here use the Prim algorithm to construct the spatial MST network of Chinese provinces. The Prim
algorithm begins with an empty spanning tree and repeatedly picks the minimum weight edge from the remaining edges
until all nodes are included [35]. Using MST allows us to both connect all nodes and extract key information such that all
provinces are included and the most important linkages derived from the distance matrix. The MST method is also closely
related to the single linkage cluster analysis (SLCA) [35].

We use SLCA to further analyze the surname-based hierarchical structure of provinces. It is an agglomerative clustering
method that starts with n clusters and then sequentially combines the clusters into larger clusters until all elements are in
one cluster. All the information necessary to complete SLCA is contained in the process of constructingMST [36]. Tumminello
et al. applied the MST and SCLA to the financial market, and found that some connections between clusters were lost in MST
presentation [37]. Thus SLCA is a more intuitive hierarchical organization showing the hierarchical tree than the MST.

3. Results and discussions

3.1. Network presentation

We use isonymic distance to construct the spatial MST of Chinese provinces. Fig. 1 shows this spatial network by
overlaying it on a map of China, where the network nodes are located according to their geographical positions. The spatial
MST has two backbones, the Qinghai–Gansu–Shaanxi–Henan–Beijing in the north and the Sichuan–Chongqing–Hubei–
Anhui–Jiangsu in the south. The link between Henan and Anhui is their only connection. The spatial MST reveals the relevant
connections among provinces, and we see that the surname structure within northern and southern provinces is more
similar than that between the north and south. The only direct linkage between the north and the south is the Henan–
Anhui connection, and thus Henan–Anhui is the main migratory route that connects the north and south of China. These
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Fig. 1. A geographical presentation of the spatial MST of Chinese provinces. The nodes represent the provinces, and the size of nodes is proportional to the
degree of nodes. The edges are defined by the Euclidean distance between the two connected provinces, and the thickness of an edge is proportional to its
weight. The thicker the edge, the smaller the Euclidean distance.

findings confirm the geographical definition of the Qinling–Huaihe line. The Qinling–Huaihe line runs west to east, consists
of the Qinlingmountains in west and the Huai river in the east, and geographically divides China into northern and southern
regions [38]. Unlike the Qinling mountains, which blocks humanmobility between the northern and the southern areas, the
Huai river promotes it.

The Qinling mountains, a composite continental orogenic belt, have been formed by the collision between the North
China Block (NCB) and the South China Block (SCB) [39–42]. Its latitude is sufficiently high to fend off the cold current from
the north and the warm moist current from the south [43]. Thus the climates of the two sides differ, and this difference
greatly hinders migration. As a result, the people on either side have contrasting lifestyles and differing surname structures.
Fig. 1 shows this blocking and the lack of connections between the provinces on either side of the Qinling mountain range.
In contrast to this blocking effect, the Huai river facilitates human mobility between the provinces on either side. The Huai
river is east of the Qinling mountains, and its terrain is low-lying vast plains [44]. It flows through the south of Henan and
the north of Anhui, and facilitates human mobility between these two provinces.

Note that most of the two-connected nodes in the spatial network are geographical adjacent, reflecting the Tobler’s First
Law of Geography that ‘‘everything is related to everything else, but nearby things are more closely related than distant
things’’ [45]. Note that there are two links that do not connect geographically adjacent provinces, theHeilongjiang–Shandong
and the Heilongjiang–Liaoning. These two outliers were due to the famous ‘‘Rush to Northeast’’ mass migration when tens
of thousands of people in Shandong left their homeland and went to three northeastern provinces: Heilongjiang, Jilin and
Liaoning. This mass migration started from the early Qing dynasty, and was intermittent until the end of the last century,
lasting for about 300 years. Nowadays, many citizens of northeastern provinces can trace their ancestries to Shandong.
From Fig. 1, we can see that Shandong and Heilongjiang are geographically distant from each other, but connected in the
spatial network. A large influx of migrants from Shandong to the northeastern provinces made the surname structure of
Shandong similar to those of northeastern provinces. However, the surname structures of these northeastern provinces
are more similar to each other than to their originating province, resulting in two thickest edges of Heilongjiang–Jilin and
Heilongjiang–Liaoning in the spatial network. Indeed, the three northeastern provinces are culturally unified, and people
more strongly identify themselves as ‘‘Northeasterner’’ than citizens of an individual province. In general, the network edges
are thicker in the north than in the south, which is attributed to the obvious difference in geographic and geomorphologic
characteristics. The land is flat in northern China, while the terrain is mountainous in southern China.

3.2. The importance of nodes

A number of centrality measures in terms of topological characteristics are used to quantify node importance. We here
examine three classical metrics: degree centrality, betweenness centrality, and closeness centrality. Each metric quantifies
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Table 3
Degree centrality (DC), betweenness centrality (BC), and closeness centrality (CC) of 31 Chinese provinces.
Provinces DC BC CC Provinces DC BC CC

Beijing 5a 394 0.935 Hubei 3 450a 0.962a

Tianjin 1 0 0.735 Hunan 1 0 0.649
Hebei 2 58 0.746 Guangdong 4a 168 0.676
Shanxi 1 0 0.613 Guangxi 1 0 0.565
Neimenggu 1 0 0.735 Hainan 1 0 0.565
Liaoning 2 162 0.769 Chongqing 4a 218 0.8
Jilin 1 0 0.543 Sichuan 2 58 0.658
Heilongjiang 3 114 0.645 Guizhou 1 0 0.649
Shanghai 2 58 0.68 Yunnan 1 0 0.552
Jiangsu 2 112 0.833 Xizang 1 0 0.532
Zhejiang 1 0 0.568 Shaanxi 2 250 0.885
Anhui 3 514a 1.053a Gansu 3 214 0.746
Fujian 1 0 0.565 Qinghai 3 114 0.629
Jiangxi 2 208 0.8 Ningxia 1 0 0.613
Shandong 1 0 0.543 Xinjiang 1 0 0.532
Henan 3 558a 1.064a

DC , BC , and CC refer to degree centrality, betweenness centrality, and closeness centrality.
aRepresents the scores ranking at the top three.

an aspect of node importance. Degree centrality measures the number of links that a node has. Degree centrality is defined
by

DC(ei) = k(ei), (3)

where k(ei) is the degree of ei. Betweenness centrality measures the number of shortest paths passing through a node. The
betweenness centrality of ei is

BC(ei) =

∑
j,k̸=i

σ (ej, ek|ei), (4)

where σ (ej, ek|ei) is the number of shortest paths between ej and ek that pass through ei. Closeness centrality measures a
given node’s average distance from other nodes and is defined

CC(ei) =
1∑

j d(ei, ej)
, (5)

where d(ei, ej) is the shortest path length between ei and ej.
Table 3 lists the results of these centrality metrics for all provinces. The provinces with the three highest degree

centralities are Beijing, Guangdong and Chongqing, and their scores are 5, 4, and 4, respectively. In the spatial network,
when a node has a higher degree centrality the surname structure of its province is highly similar to that of neighboring
provinces. Most of edges in the spatial network connect two geographically adjacent provinces. Thus degree centrality can
be used to detect ‘‘local centers’’. Fig. 1 shows that these three provinces are located in the north, south and southwest of
China, are all regional social and economic centers, and all have frequent movements of population to and from neighboring
provinces.

Betweenness centrality and closeness centrality are global centrality measurements that quantify node importance
throughout the network [46]. Table 3 shows that Henan, Anhui and Hubei are the ‘‘global centers’’ that rank highest in
betweenness and closeness centrality. Their betweenness centrality are 558, 514, and 450, respectively, and their closeness
centralities 1.064, 1.053, and 0.962, respectively. They are also geographically adjacent and connected through Anhui in the
spatial network. All these facts imply that their population may be the origin of modern Chinese people. The river basins in
the middle-lower reaches of the Yellow and Yangze rivers are considered the cradle of Chinese civilization [47,48]. These
three provinces are the global centers in the spatial network located in the middle-lower sections of these two rivers. These
findings suggest clues in the search for the geographical origin of Chinese culture.

3.3. Hierarchical structure (single linkage cluster analysis)

Fig. 2 shows the hierarchical tree obtained from the distance matrix of Eq. (2) when SLCA is applied. Comparing Figs. 1
and 2, we find that all directly connected provinces in the hierarchical tree are connected in the spatial MST. This indicates
a strong link between SLCA and MST algorithms. The hierarchical tree exhibits the typical hierarchical structure of Chinese
provinces based on their surname structure in which most of the provinces on the bottom have similar surname structures,
and several on the top have differing structures.

A cut-point is set to determine the number of clusters. If it is too large, we get few clusters, if it is too small, some similar
provinces are divided into different clusters. Herewe set the value of cut-point to be 0.3. Fig. 2 shows the resulting six clusters
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Fig. 2. Cluster dendrogram for Chinese provinces. The dendrogram is obtainedbased on the single linkage cluster analysis and thedistancematrix computed
using the Euclidean distance as a measure of dissimilarity in surname structure.

marked A through F, where a dashed line is drawn at the cut-off point of 0.3. The results show a super group (E) of provinces
with similar surname structures. We further subdivide cluster E into four sub-clusters and label them E1 to E4. We find one
large cluster and three large sub-clusters: F (Hainan, Fujian and Guangdong), E2 (Jiangxi, Guizhou, Hunan, Hubei, Chongqing
and Sichuan), E3 (Ningxia, Gansu, Neimenggu, Shanxi, Shaanxi, Henan, Hebei, Beijing, Tianjin, Shandong, Jilin, Liaoning and
Heilongjiang), and E4 (Zhejiang, Anhui, Shanghai and Jiangsu).

Fig. 3 shows amap of Chinese provinces inwhich colors indicate clustering results.We find that the geographical surname
distribution of the Chinese population exhibits regional features. The largest group is in northern and northeastern China,
and the second largest group is located in central and southwest China. These two groups are also in the north and south
beyond the Qinling–Huaihe line. The E4 and the F are in eastern and southern China. The rest of the groups are minority
areas and each comprises only one province. These findings indicate that there are two large areas (E2 and E3) in which the
provincial populations share similar surname structures. There are also two middle-size areas (E4 and F) and five minority
areas (A, B, C, D, E1) in which the surname structures differ from each other and from other provinces.

4. Conclusion

We have analyzed the hierarchical structure of Chinese administrative regions at the provincial level using a large
sampling of surname data from NCIIC surveyed in 2007 as input data. We first use a minimum spanning tree algorithm
to construct a spatial network of Chinese provinces in which the edges are defined by their isonymic distance. We next
perform a single linkage cluster analysis of the isonymic distance matrix and obtain a hierarchical tree. Both MST and SLCA
exhibit the hierarchical structure of Chinese provinces and their corresponding geographical features. TheMST distinguishes
‘‘local centers’’ and ‘‘global centers’’, and the SLCA classifies the provinces into nine groups.

Our empirical results support the Tobler’s First Law of Geography in that most connected provinces in the spatial
MST are geographically adjacent, and all clusters derived from SLCA are geographically continuous in the map. A network
presentation of surname data not only helps us identify the ‘‘local centers’’ and ‘‘global centers’’ of China, but also provides
evidence of the historical ‘‘Rush to Northeast’’ mass migration and the blocking effect of Qinling–Huaihe line. These results
indicate that the MST and SLCA methods are powerful ways of revealing the hierarchical structures of regions behind
surname data.
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Fig. 3. Map of China showing locations of all provinces, where the provinces in one cluster share the same color. Note the number of provinces in each
group is listed in the brachet following the corresponding label.
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